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Analysis on Credit Risk Management Practices in 

Regional Banks 

— Investigation on Credit Risk Mitigation for Loans and 

Study on Rating Transition Prediction Models —  

 

 

(Summary) 

This paper presents an analysis of credit risk mitigation (loan coverage) and an 

examination of a rating transition prediction model, using loan-by-loan data collected 

through the Common Data Platform. While this paper does not assess the 

appropriateness of loan coverage—given that it should vary depending on factors 

such as borrower size, characteristics, and purposes of funds—the analysis revealed 

a tendency for lower coverage ratios particularly among shared borrowers (borrowers 

with loans from multiple banks) and prefecture-wise cross-border loans (loans 

extended to borrowers outside the bank’s home region). In the verification of the rating 

transition prediction model, it was suggested that the model predicting downgrades 

from “needs attention or above” to “in danger of default or below” performs with 

relatively high accuracy using financial information alone, compared to models 

predicting other transition patterns. 

 

 

I. Introduction 

As part of its efforts to enhance the understanding of financial institutions’ credit risk management 

practices based on quantitative data, the Financial Services Agency (FSA) published FSA Analytical 

Notes (2025.1) vol.2: Analysis of Borrower Classifications Assigned to Shared Borrowers, which 

analyzed borrower classifications using granular loan-level data collected through the Common Data 

Platform. Building on this initiative, this paper conducts further analysis by utilizing loan-level data 

from regional banks1 , focusing on loan coverage and the validation of a borrower classification 

transition prediction model. Regarding the former, the actual status of loan coverage was examined 

 
1 "Regional banks I" refers to Saitama Resona Bank and members of the Association of Regional Banks. "Regional banks II" refers to 
members of the Second Association of Regional Banks. "Regional banks" refers to both regional banks I and regional banks II. 
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from multiple perspectives, including whether the borrower is a shared or single-bank borrower2, and 

whether the loan is cross-border or within the home region3. Regarding the latter, in order to assess 

the extent to which financial information contributes to the determination of borrower classifications—

an effect that may vary by classification category—machine learning techniques were applied to 

develop prediction models for multiple transition patterns using financial data alone, and the predictive 

accuracy of these models was compared. 

  

 
2 A “single-bank borrower” refers to a borrower that has loans from only one bank, whereas a “shared borrower” refers to a borrower that 
receives loans from multiple banks. This classification is determined based on the lending relationships with regional banks and major banks 
(i.e., Mizuho Bank [including Mizuho Trust & Banking], MUFG Bank, SMBC, Sumitomo Mitsui Trust Bank, Resona Bank, Aozora Bank, and 
SBI Shinsei Bank). Other types of institutions such as credit associations (shinkin banks) are not taken into account. While there are some 
credit associations with relatively large lending volumes in certain regions, their impact on the overall results of this analysis is considered 
to be limited.  
3 In this paper, cross-border lending is determined based on the location of the borrower relative to the head office of the lending bank, 
using prefectures as the unit of reference. It should be noted, however, that the actual business areas of banks may vary, and lending to 
borrowers located outside the prefecture of a bank’s head office does not necessarily constitute cross-border lending from banks’ business 
perspective in all cases. 
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II. Current trends in loan coverage 

This section provides an overview and analysis of current trends in loan coverage. The analysis 

focuses on corporate borrowers (excluding local governments) for which coverage-related information 

is available, based on loan-level data as of the end of March 20244 . These borrowers represent 

approximately 50% of the total outstanding corporate loans (excluding local governments) held by 

regional banks. It should be noted that this analysis is intended to capture the actual state of coverage, 

with the understanding that coverage levels may vary depending on borrower size and characteristics, 

and each bank’s credit policy. In other words, the purpose is not to assess the appropriateness of the 

loan coverage itself.  

 

1. Basic Profile 

Figures 1 and 2 show the profile of analysis samples by bank type and by borrower classification, 

respectively. Regional banks I account for 84.3%, regional banks II account for 15.7% of analysis 

samples. By borrower classification, 85.3% is rated as “normal,” 12,3% as “needs attention,” and 2.4% 

is “in danger of bankruptcy or below5.” 

 

 
4 Full-scale data collection through the Common Data Platform is scheduled to begin from March 2025. The data used in this paper were 
collected during the preparatory phase, when efforts were still underway to improve data quality ahead of the official launch. As a result, not 
all financial institutions participating in the Common Data Platform are included in the aggregation presented in this paper. 
5 In this paper, the term “needs attention” refers to a combined category comprising both “other needs attention” and “needs special attention” 
classifications as reported in the Common Data Platform. Similarly, the term “in danger of default or below” includes the classifications “in 
danger of bankruptcy,” “de facto bankrupt,” and “bankrupt”. 
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Figure 1: Share by bank type 

Upper chart: loan amount basis, lower chart: 

borrower count basis 

Figure 2: Share by borrower classification 

Upper chart: loan amount basis, lower chart: 

borrower count basis 

Figure 3 shows the breakdown by single-bank and shared borrowers, while Figure 4 presents the 

breakdown by cross-border classification. In both cases, the proportion based on loan amounts is 

higher for shared borrowers and cross-border loans, whereas the proportion based on the number of 

borrowers is higher for single-bank borrowers and within-the-home loans. This discrepancy is likely 

due to the fact that the average loan amount per borrower tends to be larger for cross-border shared 

borrowers6. 

 

 
6 In terms of average loan amount per borrower, cross-border shared borrowers have the highest figure at approximately 410 million yen. 
In comparison, within-the-home single-bank borrowers average around 180 million yen, cross-border single-bank borrowers about 60 million 
yen, and within-the-home shared borrowers around 80 million yen. 
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Figure 3: Share by single-bank/shared borrowers 

Upper chart: loan amount basis, lower chart: 

borrower count basis 

Figure 4: Share by cross-border characteristics 

Upper chart: loan amount basis, lower chart: 

borrower count basis 

 

 

2. Coverage ratio 

This sub-section examines loan coverage from various perspectives using the coverage ratio.7 Figure 

5 presents coverage ratios by borrower classification, single-bank versus shared borrowers, and 

cross-border classification. The results show that, while borrowers classified as “in danger of default 

or below” tend to have high coverage overall, for borrowers classified as “normal” and “needs 

attention,” the coverage ratio tends to decline in the following order: single-bank/within-the-home, 

single-bank/cross-border, shared/within-the-home, and shared/cross-border. Notably, among shared 

borrowers, the difference in coverage between within-the-home and cross-border loans is more 

pronounced than it is for single-bank borrowers. One possible explanation for these trends is that, 

from the borrower’s perspective, negotiating collateral arrangements tends to be more difficult in the 

case of shared borrowers than single-bank borrowers, due to the involvement of multiple lenders. 

Similarly, for cross-border loans, weaker business relationships or the nature of new client acquisition 

 
7 In this paper, the “coverage ratio” is calculated as: (Collateral amount + Guarantee amount + Specific loan loss provisions) / Outstanding 

loan balance × 100, due to data limitations. It should be noted that this calculation does not take into account general loan loss provisions, 
which are typically included in the numerator of conventional coverage ratios. 
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may make such negotiations more challenging compared to within-the-home lending. It is also worth 

noting that borrowers classified as “in danger of default or below” generally exhibit relatively high 

coverage across all categories. Therefore, the following analysis will primarily focus on loan coverage 

for borrowers classified as “normal” and “needs attention.”  

 

Figure 5: Coverage ratio (weighted average) 

 

 

As shown in Figure 6, the distribution of coverage ratios across banks reveals notable variation. A 

closer examination shows that some banks do not follow the general trends observed in Figure 5. 

These differences are likely attributable to variations in loan portfolios, regional characteristics, and 

individual banks’ approaches to collateral management. 
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Figure 68: Distribution of each bank’s coverage ratio 

 

Figure 7 presents the loan balances and their proportions by industry, while Figure 8 shows the 

coverage ratios by industry. Together, these figures indicate that, among “normal” borrowers who 

are shared and cross-border, the financial industry accounts for a large share of loan balances but 

tends to have a relatively low coverage ratio. This is likely due to the concentration of large loan 

exposures to major financial institutions located in Tokyo. In contrast, the real estate industry shows 

a relatively high coverage ratio, which may reflect the fact that it is generally easier to secure collateral 

for loans to real estate businesses compared to other sectors. 

 

 

 
8 In the box plot, the top, middle, and bottom of the box represent the third quartile, median, and first quartile, respectively, while the upper 
and lower whiskers indicate the maximum and minimum values. 
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Figure 7: Loan profile by industry 

 

Figure 8: Coverage ratio by industry 

 

 

Figure 9 shows coverage ratios for each borrower classification, broken down by whether the 

borrower’s classification is consistent9 across banks and whether the lender is a main bank10 or not, 

specifically for shared borrowers. Across all borrower classifications, non-main banks exhibit lower 

coverage ratios compared to main banks, even when the borrower classification is consistent among 

lenders. 

 
9 In this paper, borrower classifications are grouped into three categories: “normal,” “need attention,” and “in danger of default or below.” A 
borrower is considered to have “consistent borrower classification” when all creditor banks assign the same classification within these 
categories. 
10 Due to data limitations, the bank located within the borrower’s home region and with the largest share of loans is defined as the “main 
bank,” while all others are categorized as “non-main banks.” Accordingly, in cases where all creditor banks are located outside the borrower’s 
home region, or where the bank with the largest loan share is a cross-border lender, all banks are classified as “non-main banks.” It should 
also be noted that some “non-main banks” may in practice function similarly to main banks—serving as “quasi-main banks.”  
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Figure 9: Coverage ratio by borrower classification consistency and by main/non-main 

 

 

Figure 10 examines coverage ratios by borrower classification, focusing on cases of borrowers 

with inconsistent borrower classification11 for shared borrowers. Specifically, it compares the loan 

coverage of main banks with that of non-main12, cross-border lenders. The results suggest that non-

main, cross-border lenders tend to have particularly low coverage—except in cases where the non-

main13 bank has assigned a borrower classification of “in danger of default or below.” It should be 

noted, however, that borrower classification combinations vary widely, so caution is warranted in 

interpreting these results.  

 

Figure 10: Coverage ratio of borrowers with inconsistent borrower classification 

 

 

 
11 In this paper, borrower classifications are grouped into three categories: “normal,” “need attention,” and “in danger of default or below.” 
A borrower is considered to have “inconsistent borrower classification” when at least one creditor bank assigns a different classification from 
the others within these categories. 
12 Since the analysis focuses on coverage ratios by borrower classification for main banks, borrowers without a main bank as defined in 
this paper are excluded from the aggregation. 
13 Even when comparing the coverage ratios of the bank with the largest loan share and those of other banks—regardless of whether the 
loans are cross-border—the same trend is observed: excluding borrowers classified as “in danger of default or below,” the coverage ratio 
tends to be lower for the other banks. 
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Finally, an analysis was conducted from the perspective of loan origination timing. As shown in 

Figure 11, if there is only one loan claim (Pattern A), the start date of that loan is used as the loan 

origination date. In cases where there are multiple loan claims (Pattern B), the earliest transaction 

start date among them is used. In both patterns illustrated in Figure 11, the loan origination timing is 

identified as “March 2019” (shown as “19/3”). 

 

Figure 11: Loan origination timing 

 

 

Figure 12 presents coverage ratios by loan origination year. The results show that coverage varies 

depending on the timing of loan origination. In particular, for borrowers classified as “normal,” 

coverage ratios tend to be lower for loans originated in more recent years. On the other hand, this 

trend is less evident for borrowers classified as “needs attention,” suggesting that lending without 

reliance on collateral or guarantees may have been increasingly promoted for more creditworthy 

borrowers. It is also worth noting that the relatively high coverage observed for loans originated in 

fiscal year 2020 (shown as “2020” on the horizontal axis) is likely due to the widespread use of credit-

guaranteed loans during that period under application of effectively interest-free and unsecured loans 

by private financial institutions. 
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Figure 12: Coverage ratios by loan origination year14  

 

 
14 “~2008” indicates “2008 or earlier.” 
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3. Statistical analysis 

The preceding figures have shown that coverage ratios exhibit distinct patterns not only by borrower 

classification, but also by lending relationship type (single-bank vs. shared), cross-border status, loan 

origination timing, and across different banks. In this sub-section, a multiple regression analysis is 

conducted to examine the relationship between coverage and lending relationship type as well as 

cross-border status, while controlling for potential confounding factors such as corporate financial 

indicators and firm size. 

The regression model used in this sub-section is as follows. The dependent variable (𝑦𝑖) is the 

coverage ratio of corporate borrowers 𝑖, classified as “needs attention or above”15, who have loans 

from regional banks. The explanatory variables include a dummy for shared borrowers 

(𝑆ℎ𝑎𝑟𝑒𝑑 𝑏𝑜𝑟𝑟𝑜𝑤𝑒𝑟𝑠 𝐷𝑢𝑚𝑚𝑦𝑖 ), a dummy for cross-border loans (𝐶𝑟𝑜𝑠𝑠 𝑏𝑜𝑟𝑑𝑒𝑟 𝐷𝑢𝑚𝑚𝑦𝑖 ), and an 

interaction term between the two (𝑆ℎ𝑎𝑟𝑒𝑑 𝑏𝑜𝑟𝑟𝑜𝑤𝑒𝑟𝑠 𝐷𝑢𝑚𝑚𝑦𝑖 ∗ 𝐶𝑟𝑜𝑠𝑠 𝑏𝑜𝑟𝑑𝑒𝑟 𝐷𝑢𝑚𝑚𝑦𝑖). In addition, 

financial indicators16, firm size, industry, borrower location, and loan origination timing—which are 

considered potential determinants of coverage—are included as control variables (𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖). For 

detailed definitions of the variables, see Figure 13. 

 

 
15 In addition, the regression analysis focuses on borrowers of regional banks for whom financial information is available, excluding those 
whose loans are classified as syndicated loans. 
16 While the previous section indicated that borrower classifications also affect loan coverage, borrower classification is a measure that 
may reflect each financial institution’s approach to credit risk management. Therefore, in this section, more objective indicators—such as 
corporate financial information—are used as control variables. 

Figure 13: List of variables 

 

𝑦𝑖 = 𝛽0 + 𝛽1𝑆ℎ𝑎𝑟𝑒𝑑 𝑏𝑜𝑟𝑟𝑜𝑤𝑒𝑟𝑠 𝐷𝑢𝑚𝑚𝑦𝑖 + 𝛽2𝐶𝑟𝑜𝑠𝑠 𝑏𝑜𝑟𝑑𝑒𝑟 𝐷𝑢𝑚𝑚𝑦𝑖 + 𝛽3𝑆ℎ𝑎𝑟𝑒𝑑 𝑏𝑜𝑟𝑟𝑜𝑤𝑒𝑟𝑠 𝐷𝑢𝑚𝑚𝑦𝑖

∗ 𝐶𝑟𝑜𝑠𝑠 𝑏𝑜𝑟𝑑𝑒𝑟 𝐷𝑢𝑚𝑚𝑦𝑖 + 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖 + 𝜀𝑖 ,  𝜀𝑖~𝑁(0, 𝜎2) 

Object variable coverage ratio（％）

Explanatory variables 1.Shared borrowers Dummy "1"：shared borrower,"0"：otherwise

2.Cross border Dummy "1"：cross-border borrower,"0"：otherwise

3.Shared borrowers Dummy*Cross border Dummy interaction term of 1 and 2

Controls Lending start year Dummy lending start year dummy

Order of loan Dummy "1"：the first bank to lend,"0"：otherwise

ROA operating income/total assets

Interest payable interest expense/(short-term debt + long-term debt)

Debt ratio (short-term debt + long-term debt)/total assets

Cash and deposit ratio cash deposits/total assets

Size company size（ordinary logarithm of capital）

Industry Dummy manufacturing,construction,wholesale,retail,financial,real estate,service

Prefectures Dummy borrower location dummy

𝑦𝑖
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The estimation results are shown in Figure 14. All explanatory variables used in the analysis are 

statistically significant, with their coefficients indicating a negative correlation with the coverage ratio. 

In other words, even when controlling for financial indicators and other relevant factors17 , shared 

borrowers and cross-border loans are associated with lower coverage compared to single-bank 

borrowers and within-the-home loans, respectively. Moreover, the combination of being both a shared 

borrower and cross-border is associated with an additional reduction in coverage. 

 

Figure 14: Estimation results 

 

 

4. Implication 

This section examined loan coverage from various perspectives, with a particular focus on the 

differences in coverage ratios between single-bank and shared borrowers, as well as between within-

the-home and cross-border loans. The results indicate that shared borrowers and cross-border loans 

tend to have lower coverage compared to their counterparts. Furthermore, statistical analysis 

confirmed that, even after controlling for financial conditions and other factors, these differences 

remain significant among borrowers classified as “needs attention” or higher.  

However, with regard to prefecture-wise cross-border lending, it should be noted that banks differ 

in how they define their core business areas, and in some cases, lending outside the head office’s 

prefecture may not necessarily be considered cross-border. Similarly, in the case of main banks, 

differences in loan purposes—such as the provision of loans primarily for capital investment—may 

also influence loan coverage. In addition, loan coverage is likely adjusted based on factors such as 

the borrower’s financial condition, the strength of the bank-borrower relationship, local economic 

 
17 It is also confirmed that similar results are obtained when using borrower classifications (dummy variables for “normal” and “needs 
attention”) as control variables, instead of corporate financial indicators and firm size. 

Coefficient Std.Error

Shared borrowers Dummy -12.066 0.185 ***

Cross border Dummy -7.457 0.248 ***

Shared borrowers Dummy*Cross border Dummy -7.778 0.302 ***

n

Adjusted-R^2

***,** and * indicate significance at the 0.1%,1%,5% levels

0.249

318,828
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conditions, and each bank’s credit risk management policies. Therefore, it should be emphasized 

once again that this analysis does not intend to assess the appropriateness of current loan coverage 

practices. 
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III. Rating transition prediction model 

In previous issues of the FSA Analytical Notes18, various approaches have been explored to estimate 

credit risk by focusing on borrower classifications (credit rating), with the aim of quantitatively 

assessing trends in credit risk. However, borrower classifications are determined not only based on 

financial information but also by incorporating qualitative factors. As a result, the accuracy of 

prediction models that rely solely on financial data may vary depending on the specific borrower 

classification. Against this backdrop, this section examines the predictive accuracy of models 

constructed using financial data for each borrower classification transition pattern, with a view to 

informing the development of future forecasting models19. 

 

1. Methodology 

In this section, prediction models using financial information only for each transition pattern shown in 

Figure 15 are constructed, and their accuracy based on ROC curves20 and AUC21 are examined. The 

higher the prediction accuracy, the more likely it is that financial information alone is sufficient to make 

a prediction. Conversely, the lower the prediction accuracy, the more likely it is that qualitative 

information other than financial information has an impact on the assignment of borrower 

classifications. 

 

 
18 FSA Analytical Notes (2023.6): Analysis of credit risks in bank loans, FSA Analytical Notes (2024.7) vol.1: Analysis of trends of real estate 
loans by regional banks and study on credit ratings using machine learning. 
19 The data used in this section consist of borrowers from regional banks for whom financial information is available. The analysis covers 
the period from the end of September 2023 to the end of June 2024. 
20 This figure plots the true positive rate (True Positives / [True Positives + False Negatives]) on the vertical axis and the false positive rate 
(False Positives / [False Positives + True Negatives]) on the horizontal axis. It illustrates how the true positive rate and false positive rate 
change as the classification threshold of the model is varied. 
21 This represents the area under the ROC curve (AUC), where a larger value indicates higher predictive accuracy. A perfect prediction 
yields a value of 1, while a completely random prediction results in a value of 0.5. 
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Figure 15: Borrower classification transition patterns 

 

Model name Definition No. of samples 

[Model 1] 

Downgrade to needs attention 

Borrower classified as normal in 

period t-1 but transit to needs 

attention in period t 

Ranked-down: 5,740, 

Else: 474,959 

[Model 2] 

Downgrade to in danger of default 

or below 

Borrower classified as needs 

attention or higher in period t-1 

but transit to in danger of default 

or lower in period t 

Ranked-down: 659, 

Else: 563,896 

[Model 3] 

Upgrade to normal 

Borrower classified as needs 

attention in period t-1 then 

transit to normal in period t 

Ranked-up: 5,159, 

Else: 78,181 

[Model 4] 

Upgrade to needs attention or 

higher 

Borrower classified as in danger 

of default or below in period t-1 

then transit to needs attention or 

higher in period t 

Ranked-up: 184, 

Else: 7,140 

 

 

To objectively assess predictive accuracy, multiple machine learning models were used for 

comparison22 , including Random Forest, GGBoost, Logistic Regression, Support Vector Machine 

(hereinafter “SVM ” ), and Multi-Layer Perceptron (hereinafter “MLP” ). To mitigate overfitting 23 

arising from class imbalance — reflected in the number of observations shown in Figure 15 —

undersampling24 was applied to address the imbalance in the dataset. 

Figure 16 lists the features (i.e., the input variables used in the prediction models) employed in 

this section. Multiple financial indicators were initially constructed, and feature selection was 

performed using methods such as correlation coefficient analysis and the Boruta25 algorithm. 

 

 

 
22 See Box below for the description of each model. 
23 A situation in which the prediction model becomes biased toward the majority class, resulting in reduced generalizability to the minority 
class. 
24 A method for addressing class imbalance by reducing the number of majority class samples to match that of the minority class. 
25 A method for selecting relevant features by adding variables that are unrelated to the prediction target and then running a random forest 
model to compare the importance of the original features against those unrelated variables. 
Kursa,M.B. and Rudinicki,W.R:”Feature Selection with the Boruta Package”, Journal of Statistical Software, Vol.36,Issue11(2010) 
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Figure 16: List of variables 

 

 

2. Results 

Figure 17 presents the ROC curves and AUC values for each prediction model. The results show that 

Model 2 (downgrade to in danger of default or below) exhibits higher predictive accuracy compared 

to Models 1, 3, and 4 (downgrade to needs attention and upgrades). This suggests that for high credit 

risk cases involving downgrades to “in danger of default or below,” it is possible to construct highly 

accurate prediction models using only financial information. On the other hand, for prediction models 

related to borrower classification upgrades—regardless of the original classification—the use of 

financial information alone did not yield sufficient predictive accuracy, suggesting that other qualitative 

factors may be influencing such upgrades. 

 

 

Feature Definition

size capital stock(common logarithm)

ROE current benefit/self-capitalization

ROIC
（operating income＋appropritation for income taxes）/

（total shareholders' equith＋short-term debt＋long-term debt＋corporate bond）

net DE ratio （（short-term debt＋long-term debt＋corporate bond）ーcash and deposits）/net assets

net cash ratio
（（cash and deposits＋marketable securities）ー

（short-term debt＋long-term debt＋corporate bond））/total assets

capital adequacy ratio self-capitalization/total assets

labors share labor cost/value added

（value added=operating income＋depreciation and amortization＋labor cost）

DCR
（short-term debt＋long-term debt＋corporate bond）/

（cash and deposits＋marketable securities＋Property, plant and equipment）

sales interest expense ratio  Interest expenses/net sales

corporate profit margin ordinary income＋non-operating expensesーappropritation for income taxes/net assets

common stock ordinary profit ratio ordinary income/capital stock

operating cash flow per employee
（current benefit＋depreciation and amortization）/

number of directors and employees at end of term
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Figure 17: ROC curves and AUC 

Upper chart: Model 1 and 2, lower chart: Model 3 and 4 

 

 

 

 

Model1 Model2 Model3 Model4

Random forest 0.77 0.87 0.68 0.69

XGBoost 0.77 0.87 0.68 0.70

Logistic regression 0.74 0.87 0.65 0.77

SVM 0.75 0.87 0.66 0.69

MLP 0.75 0.85 0.65 0.60

AUC
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3. Implication 

In this section, ROC curves and AUC values were used to compare the predictive accuracy of models 

constructed with financial information, based on different borrower classification transition patterns. 

The analysis confirmed that the accuracy of prediction models relying solely on financial data varies 

depending on the type of transition. In particular, when predicting upgrades in borrower classification, 

the findings suggest that it is necessary to consider non-financial (qualitative) information in model 

development. It should be noted, however, that each prediction is made by using only a single 

machine learning model. There remains the possibility that predictive accuracy could be improved by 

combining multiple models—for example, using GGBoost based on insights gained from Random 

Forest. In addition, potential sampling bias arising from the limited time span of the training data 

should also be taken into consideration. 

 

 

BOX: Overview of machine learning models 

 

This box provides a brief overview of the machine learning models used in this paper. It should 

be noted that the descriptions here are simplified summaries, and readers are encouraged to 

refer to the cited sources for precise technical details. 

First, the Box introduces Random Forest and GGBoost. Both are machine learning models 

based on an algorithm known as decision trees. A decision tree is a method that performs 

prediction or classification by constructing a tree-like structure, as illustrated in Figure 18. 

 

Figure 18: Decision tree 
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As shown in Figure 19, random forest 26  is an ensemble learning method 27  based on 

bagging28, which combines multiple decision trees. Specifically, it involves performing bootstrap 

sampling on the original dataset to generate a number of random data subsets. A decision tree 

is then built for each subset, and predictions are made individually. Finally, the model aggregates 

these predictions by majority voting to produce the final output. 

 

Figure 19: Random forest 

 

 

As shown in Figure 20, GGBoost 29  implements gradient boosting for decision trees. 

Specifically, it begins by constructing an initial decision tree and evaluating its predictive 

performance. Based on this evaluation, a new, improved decision tree is created, and the model 

is re-evaluated—this process follows a gradient-based optimization approach. By repeating these 

steps and connecting the trees sequentially, the method aims to build a highly accurate predictive 

model. This iterative approach is known as “boosting.” 

 

 
26 L.Breiman:”Random Forests”, Machine Learning, 45, 1, p.5-32(2001) 
27 A method in which multiple machine learning models—each with relatively low predictive accuracy on their own—are combined to build 
a highly accurate predictive model. Techniques such as “bagging,” used in random forest, and “boosting,” used in GGBoost (discussed 
later), are both types of ensemble learning. 
28  A method in which multiple predictive models are created using data obtained through bootstrap sampling—random sampling with 
replacement from the population for each decision tree—and the final prediction is determined by majority voting. 
29 T.CHEN and C.GUESTRIN:”GGboost: A scalable tree boosting system”;Proceedings of the 22nd ACM SIGKDD international conference 
on knowledge discovery and data mining, p. 785-794(2016) 
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図表 20 XGBoost 

 

Next, as shown in Figure 21, logistic regression is a method used to predict a binary outcome 

(objective variable), such as success or failure, based on multiple factors (explanatory variables). 

 

Figure 21: Logistic regression 

 

 

Next, as shown in Figure 21, Support Vector Machine (SVM) 30 is an algorithm that learns by 

maximizing the margin—the distance to the decision boundary. The decision boundary refers to 

the line or curve that separates different classes. The data points closest to this boundary are 

called support vectors, and the model is constructed to maximize the margin between these 

support vectors and the decision boundary. 

 

 
30 Vapnik,V.N:”Statistical Learning Theory”,Wiley(1998) 
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Figure 21: SVM 

 

 

Finally, as shown in Figure 22, a Multilayer Perceptron (MLP) 31 is a type of mathematical 

model that mimics a neural network structure—specifically, a network of neurons. An MLP 

consists of at least three layers: an input layer, one or more hidden (intermediate) layers, and an 

output layer. Each node in a given layer is connected to all nodes in the preceding layer. The 

model is trained using an algorithm called backpropagation32. Specifically, the input layer receives 

external input data and passes it to the hidden layer(s), where the information is transformed to 

extract features. The output layer then generates the final prediction based on the processed 

information from the hidden layer(s). 

 

Figure 22: MLP 

 

 

  

 
31 Single layer perceptron: F.Rosenblatt:”The perceptron:A preobabilistic model for information storage and organization in 
brain”;Psychological Review,Vol.65,No.6,p.386(1958). Backpropagation: D.E.Rumelhart,G.E.Hinton and R.J.Wikkiams:”Learning 
representations by back-propagating errors”;Nature, Vol.323,No.6088,p.533(1986) 
32 A method in which the model outputs a predicted value by multiplying the input data by parameters (weights), and then calculates the 
error against the true label. The error is propagated backward from the output layer to the input layer, and the weights in each layer are 
updated accordingly. 
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5. Conclusion 

This paper aimed to deepen the understanding of financial institutions’ credit risk management 

frameworks through quantitative data analysis, focusing on two main areas: an examination of 

coverage and a validation of transition prediction models for borrower classifications. In the first area, 

the analysis confirmed that, even when borrowers have similar financial conditions, those classified 

as shared borrowers or cross-border borrowers tend to exhibit lower coverage ratios compared to 

single-bank or within-the-home borrowers. In the second area, the validation of transition prediction 

models revealed that downgrades to the “in danger of bankruptcy or below” can be predicted with 

relatively high accuracy using financial information alone. However, in cases of upgrades, the findings 

suggest that incorporating qualitative information beyond financial data is necessary to improve 

predictive accuracy.  

The FSA will continue to build its track record in diverse data analyses, including the use of 

granular data such as loan-level information, in order to enhance dialogue with financial institutions 

and advance more sophisticated monitoring efforts.  


